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Everyday we increasingly rely on machine learning models to automate and support high-stake tasks and

decisions. This growing presence means that humans are now constantly interacting with machine learning-

based systems, training and using models everyday. Several different techniques in computer science literature

account for the human interaction with machine learning systems, but their classification is sparse and

the goals varied. This survey proposes a taxonomy of Hybrid Decision Making Systems, providing both

a conceptual and technical framework for understanding how current computer science literature models

interaction between humans and machines.
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1 INTRODUCTION
Advances in Artificial Intelligence (AI) systems have reached a widespread use in a variety of

domains and applications. Their effectiveness has grown exponentially over the past decades, and

now AI systems are able to achieve surprising performances on tasks previously thought to be out

of reach for artificial systems. Often acting as standalone systems with little to no human control,

such models are particularly susceptible to distrust [37], misuse and disuse [81] by human actors,

with the risk of incurring in undesired patterns of user behavior, such as algorithmic aversion [37]

and overreliance [88].

At the same time, AI models have found success in several high-stakes domains, such as

medicine [117], finance [49] and law [131]. Here, they often act as decision-support systems
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providing human domain experts with advice, rather than fully replacing them. These “collab-

orative” decision-making systems are plagued by the same trust, misuse, and disuse issues of

stand-alone AI systems, on top of novel and unique issues. Collaborative systems have to define an

effective communication channel between the AI system and its human decision makers, and the

capability to properly integrate the two. Integrating coarse-grained and fine-grained control of AI

systems has proven to be a non-trivial task in itself, indicating that steering AI systems to desired

complex behaviors [122], preventing them from learning spurious and undesired correlations [71],

and ultimately aligning them with human values [128] is far from a solved problem.

Whether AI systems are standalone or collaborative, we find an inherent mismatch between

the two parties: humans and AI systems have fundamentally different ways of understanding

and representing the world. Therefore, human and AI reasoning are fundamentally different, and

leveraging both their complementary strengths could greatly benefit decision-making processes.

Due to the heterogeneity of the interacting agents in these systems, some being human, others

being artificial, these systems are often referred to as Hybrid Decision Making Systems or Hybrid
Systems (HS) for short. In this survey, we are going to provide an overview of different learning

paradigms for hybrid systems, their evolution over time, a taxonomy to properly categorize existing

hybrid systems, and their strengths and weaknesses.

Within hybrid systems we identify two archetypal agents of different nature: a human agent,

which is endowed with peculiar reasoning abilities, domain, and commonsense knowledge; and a

machine agent, which is instead endowed with high computing power. The two agents
1
, which

we simply refer to as human and machine, are best suited to solve different tasks. Unlike humans,

machines often fail in tasks requiring (potentially) complex reasoning, domain knowledge [25],

commonsense [23], contextualization, and general human touch [41]. On the other hand, machines

excel in computation-heavy tasks and are uniquely capable of performing such tasks at scale. It

is no surprise that human and machine agents often disagree [133, 72], and even when they do

not, they may be agreeing for different, possibly conflicting, reasons [120]. Further exacerbating

this, traditional machine evaluation metrics are often blind to this disagreement, since they are

designed to simply target the performance of the machine, rather than its internal reasoning.

Whenever an agent attempts to solve a task, they are performing a computational step, also
known as computational turn [63], which is a human step if the agent is human, and a machine
step if the agent is a machine. The definition of the task of interest, of the agents involved, of their

computational steps, and of their joint behavior, defines a Hybrid System (HS). Generally, we use the

term system to identify the whole hybrid system, and machine (sub)system and human (sub)system
to refer to the machine and human component of the system, respectively.

The system is specifically designed to solve a given task on which are defined metrics of per-

formance, e.g., accuracy or mean error. The system looks to maximize performance by carefully

leveraging its human and machine subsystems. Optimizing this pairing can yield additional benefits

by its own design. Successive observations of the behavior of the machine allow humans to best

understand the abilities and limitations of a machine [11], allowing the human agent to develop a

mental model of the machine, that is, an internal representation of how they perceive the machine.

If the machine is also able to observe the human in return and gather feedback and corrections from

them, then we close the feedback loop and have a hybrid system with bidirectional communication:

the human understanding the machine, the machine understanding the human.

A bidirectional system is also at the basis of several uniquely human benefits: humans who

perceive to understand a machine through a good mental model are more likely to trust it and

1
We refer to “agents” simply as entities, i.e., humans and AI systems, within a system, rather than “entities with agency”,

that is, we do not attribute intentions to agents.
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rely on it [10], thus boosting future use of the machine itself; humans that perceive to be able to

“steer” a machine, are more likely to do so [38], and thus ease alignment between themselves and

the machine. Machines instead, are able to better integrate uniquely human abilities to which they

are not preview to, or that are particularly difficult for them to learn [135]. The ultimate goal of a

hybrid system is to promote and facilitate human and machine collaboration, thus improving the

overall decision quality, reliability, transparency, fairness, etc..

Example of a Generic Hybrid Decision Making System

For clarity, we will use an example to guide us during the survey. An online forum, e.g.,

a social network, is faced with a large number of messages, some of which may require

moderation or further consideration. The platform may be interested in detecting hate

speech or individuals at high-risk of self-harm, or harm to others. Given the sheer number

of potential messages of interests, systems managing such forums, e.g., through content

moderation, are largely automated. For the sake of simplicity, we can think of moderation as

a binary task: either flag a message for moderation or not. This deceptively simple task hides

several complexities. Content moderation relies on policy guidelines that are frequently

updated and are often open to interpretation due to their inherent vagueness. Messages rely

heavily on context, which however is not always understandable from the message alone

(e.g., when a message mentions an event that occurred outside of the platform). The context

is constantly changing, so messages may or may not be considered suitable for moderation

at different times. Irony, hyperbole, and metaphors further increase the complexity of such

task. AI systems have become increasingly better at tackling this task, but are still far from

being reliable enough for a platform to blindly trust them, hence online forums heavily rely

on hybrid systems where human moderators collaborate with said AI systems.

In this paper, we focus on hybrid decision making systems with some degree of interaction

between human and machines, and as such we do not specifically address systems where humans

are not active agents nor they are pure teaching agents within an environment, such as knowledge

injection systems, and reinforcement learning systems. Given their strong focus on interaction and

little to no focus on integration of the heterogeneous agents into a cohesive system, we do not

focus on conversational agents, and interactive XAI algorithms. We refer to works in the literature

on each of the aforementioned topics [149, 132, 104].

1.1 Paradigms of Hybrid Systems
Hybrid systems aim at synergically integrate humans and AI systems, and as such can be categorized

according to the depth of such integration. This allows us to identify three distinct families or

paradigms of hybrid systems with significant differences: Human overseeing, Learn to Abstain, and
Learn Together – we visually depict the paradigms in Figure 1. Each of these systems furthers

the control that the human can exert on the AI system, and as a consequence also the level of

integration. Unsurprisingly, they also roughly follow in chronological order, with systems becoming

increasingly integrated as research progresses.

Human overseeing, the simplest of the three, implements a pipeline with no integration between

human and machine, the former overseeing the predictions of the latter. Here, the two steps are

one after the other. Since the human is aware of the results of the machine step, and is also able

to overwrite it, compliance is maximal. Learn to Abstain instead only allows for one of the two

steps to take place, either the human step or the machine step. Here, the step of choice is given

by an additional machine step that guides the choice. Unlike machine oversight, agents perform

J. ACM, Vol. 56, No. 1, Article 26. Publication date: January 2024.
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Fig. 1. Paradigms of hybrid systems, where human (circle) and machine (rectangle) steps alternate to form a
cohesive system. In human overseers (1a), the machine performs a prediction, and the human accepts it or
rejects it in favor of their own. In Learn to Abstain (1b), an orchestrator assigns the prediction task to either of
the two, which makes the prediction on their own. In Learn Together (1c), the two agents repeatedly interact
by showing and correcting each other’s reasoning, finally coming to a prediction.

their step independently of other agents, that is, each prediction is exclusively taken by one of the

agents, and an orchestrator decides which agent predicts what. Learning Together systems instead

enable a more sophisticated alternation of the two steps, which create a true loop in which human

and machine steps are repeated in sequence an arbitrary number of times. Unlike the previous

paradigms, the Learning Together paradigm features a communication loop between human and

machine agents.

The survey is organized as follows: we provided a general formulation of hybrid systems in

Section 2. We than detail the three paradigms, namely, Human overseeing, Learn to Abstain, and

Learn Together, in Sections 3,4, and 5, respectively. We provide an overview of the open problems

in Section 6, and finally conclude in Section 7.

1.2 Paper selection criteria
To precisely outline three paradigms, we have explored the scientific literature adapting the paper

selection criteria to the significance of the specific paradigm in relation to the scope of this study.

As for the Paradigm 1, we have we examined papers that have investigated the impact of human

oversight on ML models through qualitative or quantitative analysis, but without completing a

formal survey. On the contrary, in Paradigm 2 we conducted a comprehensive review based

on the keyword "learning to reject", "learning to defer", "learning with a reject option", "selective
classification", "deferral policy", "deferral function" and "defer to expert". After a preliminary screening

of top conference/journal papers and highly cited papers, where we gathered 150 papers focusing

mainly on endowing algorithms with abstention mechanisms, we selected 37 papers representing

the wide spectrum of solutions of Learning to Reject, and 53 papers encompassing the most

significant findings in Learning to Defer. Finally, in Paradigm 3, we examined studies that suggest

incorporating human input directly into the learning process of an ML model. The chosen papers

represent a promising future path for research on Hybrid Decision Making Systems.

All papers where searched using Google Scholars and DBLP computer science bibliography,

selecting papers with high citation counts and/or published in top journals or conferences, such as

AAAI, IEEE, ACM, NEURIPS etc..
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Symbol Definition Description

A
g
e
n
t
s

𝐻 H Human agent.

𝑀 M Machine agent.

R
.
V
a
r
i
a
b
l
e
s

𝑋 Ω → X Feature matrix. X includes the empty element ∅.
𝑌( ·) Ω → Y( ·) Label vector: Y( ·) ⊂ R (regression), Y( ·) ⊂ N (classification) provided

by a given agent (·) ∈ {𝑀,𝐻 }.
𝑌 ∗ Ω → Y Ground truth label vector.

M
a
c
h
i
n
e
s

𝑓 , 𝑓𝜃 X → Y( ·) Predictor function implemented by a machine agent (·), belongs to the

family of functions F𝑀 . The parameter 𝜃 ∈ Θ is omitted if not relevant.

𝑓 ∗ X → Y Ground truth function. Belongs to the family of functions F𝑀
ℒ( ·) Y ×Y( ·) → R>0 Real-valued loss function of an agent (·) ∈ {𝑀,𝐻 }.
ℒ̃𝑀 Y ×Y𝑀 → R>0 Real-valued surrogate loss function of a machine agent𝑀 .

𝜌 ( ·) P( ·) → {0, 1} Deferral or rejection policy of agent (·) ∈ {𝑀,𝐻 }.

H
u
m
a
n
s 𝑍 ( ·) Z Set of artifact(s) only available to the human agent (·).

ℎ ( ·) X ×Z → Y𝐻 Predictor function implemented by the human agent (·).
𝐴 A Hybrid artifact, enables communication among agents.

𝐵 P(A) Artifact bank, memory storing artifacts.

Table 1. Table of symbols. We provide a definition for each symbol, depending on the context. We will use
lowercase letters for elements of a space, e.g., elements 𝑥 of X.

2 GENERAL FORMULATION OF HYBRID SYSTEMS
A Hybrid System is composed of two types of agents: a machine agent𝑀 and a human agent 𝐻 .

Consider a probability space (Ω,ℱ, P) and letX,Z,Y,Y𝑀 , andY𝐻 be measurable spaces such that

X represents the machine feature space, Z the human expertise, that can be modeled as features,

decision rules, etc., and Y,Y𝑀 , and Y𝐻 the ground truth, machine and human label spaces for a

certain task 𝑇 , respectively. Full list of symbols can be found in Table 1.

Machine model. Let 𝑋 : Ω → X and 𝑌𝑀 : Ω → Y𝑀 be random variables representing the input

and output of a machine 𝑀 , and let 𝑌 ∗
: Ω → Y be the random variable representing the true

labels. In the classical setting of supervised learning, given independent and identically distributed

pairs {(𝑋𝑖 , 𝑌 ∗
𝑖 )}𝑛𝑖=1

iid∼ (𝑋,𝑌 ∗) drawn from the same unknown joint distribution over 𝑋 × 𝑌 ∗
, we

aim to learn a predictor 𝑓 : X → Y𝑀 that approximates, as accurately as possible, the unknown

function 𝑓 ∗ : X → Y representing the true relationship between the features and the target. Note

that 𝑓 is chosen from a space of hypothesis F𝑀 parameterized by 𝜃 ∈ Θ, however, in our work we

often omit the parameter 𝜃 to simplify our notation. The ultimate goal of the learning algorithm is

to find an hypothesis 𝑓 ∈ FM that minimizes the empirical expected risk, which is defined on the

training set as follows:

ℛ̂𝑛 [𝑓 ] =
1

𝑛

𝑛∑︁
𝑖=1

ℒ𝑀 (𝑌𝑀,𝑖 , 𝑓 (𝑋𝑖 )) (1)

The function ℒ𝑀 : Y × Y𝑀 → R>0 represents the machine loss, which quantifies how far the

predictions of a hypothesis 𝑓 are from the true outcome. In many cases, the formulation of the

loss may have a level of complexity that renders direct computation infeasible due to the curse

of dimensionality or potential model mis-specification [103]; equation (1) is often not continuous

nor differentiable, hence extremely hard to optimize and computationally intractable for many

nontrivial classes of functions [50]. The approach typically employed to overcome this issue is to
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define and optimize a surrogate loss function ℒ̃𝑀 : Y ×Y𝑀 → R>0, that is, a function with good

computational guarantees (e.g., differentiability and convexity) that can be easily optimized and

whose optimal values approximate well the minimizer of the original computationally hard loss

function [12, 86]. The exact formulation of a surrogate loss function is not straightforward, as it

depends on the particular task at hand and the desired properties one seeks to guarantee. Refer

to Appendix A for an extensive discussion about the fundamental mathematical properties that

characterize surrogate losses.

Human model. Let 𝑍 : Ω → Z and 𝑌𝐻 : Ω → Y𝐻 be random variables representing, respec-

tively, the human expertise and the predictions of a human agent 𝐻 for a certain task 𝑇 , where 𝐻

is modeled as a predictor ℎ : X × Z → Y𝐻 . Generally, we consider |X
⋂Z| ≥ 0, implying that

there may exist shared information between the machine and the human, or there may not.

It is worth noting that there may be a divergence between the predictions made by human

agents and the ground truth labels. Indeed, different levels of background knowledge, experience,

or personal biases can lead to distinct decision-making outcomes, resulting in both correct and

incorrect predictions across various domains within the input space [78]. Therefore, we additionally

take into account a loss function ℒ𝐻 : Y × Y𝐻 → R>0 as an indicator of the quality of human

predictions. The observation that various types of errors are not only made by distinct human

agents but also occur between humans and AI models provides support for the transition towards

paradigms that incorporate hybrid combinations of human and machine predictions [73].

3 PEERING INTO THE MACHINE: HUMAN OVERSEERS
Human oversight [76] is probably the simplest and most straightforward form of hybrid system.

In this first paradigm, machine and human agents are independent of each other, the former

performing a task, and the latter verifying its predictions. Informally, the human agents perform a

straightforward task: given the machine computation and/or the input data, either accept or reject

the computation. More formally, a human oversight policy 𝜌𝐻 is a binary function that, given a

machine 𝑀 implementing a function 𝑓 ∈ F𝑀 , an overseeing human 𝐻 with additional expertise

𝑍 ∈ Z, and some input data 𝑥 ∈ X, either accepts or rejects the prediction given by𝑀 . In its most

general formulation, 𝜌𝐻 is formulated as follows:

𝜌𝐻 : X ×Y𝑀 ×Z × F𝑀 → {accept, reject}.

In many cases, the human agent either does not have access or does not take into consideration the

machine itself, thus the above formulation is often reduced to:

𝜌𝐻 : X ×Y𝑀 ×Z → {accept, reject}.

Example of online content moderation: Human Oversight

In the paradigm of Human Oversight, the human moderator is presented with a message 𝑋 ,

the prediction𝑌𝑀 given by the machine, and has to decide whether to agree (𝜌𝐻 (𝑋,𝑌𝑀 , 𝑍 ) =
1) or not (𝜌𝐻 (𝑋,𝑌𝑀 , 𝑍 ) = 0) with the prediction of themachine𝑌𝑀 , e.g., whether themessage

is hate speech, or is indicative of an individual at risk of self-harm.

Other than simply leveraging their own expertise 𝑍 , overseers often leverage external fac-

tors in their decision. In the simplest of cases, rejected patterns of misbehavior are limited to

machine-specific failures in which the underlying context is of little or no impact. In these

context-independent scenarios, the overseers aim to identify machine failures induced by machine-

specific causes by tracking a set of subjects of monitoring around which the overseeing policy will
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be centered. Machine-specific failures may be induced by wildly different factors in each machine,

hence we abstract over the underlying causes, since the goal of machine oversight is to identify,
rather than diagnose, undesired behavior. We tackle behavior correction later in Section 5. Common

subjects of monitoring are:

• Data shift. Data shift is generally intended as a change in the data distribution [113], and

may be due to a change in feature distribution, i.e., covariate shift or knowledge drift, or label
distribution, i.e., prior shift; these shifts may occur frequently in real-world scenarios, namely

due to data seasonality, sampling bias, or naturally-occurring distribution changes. Unlike

spontaneous outlier instances, dataset shifts are responsible for consistent and predictable

failures in the model, thus they have to be accounted for.

• (Partial) Model performance. Partially stemming from data shift, model performance is another

primary subject of interest. Here, we distinguish between two classes of performance metrics:

“global metrics”, where the model is evaluated wholly, and “partial metrics”, where the model

is evaluated partially on a suitable subset of data. Data shift may indeed only affect a subset

of data, hence global metrics may easily deceive the overseers.

• Model uncertainty. Classical learning algorithms are trained to predict, setting confidence
calibration aside. Simply put, they operate under a closed world assumption where the only

available option is to give a prediction, that is, the model has no notion of uncertainty nor of

the unknown. This projects a false high confidence, seldom tricking the algorithm user into

overestimating its competency [20].

• Decision complexity. Even with highly sophisticated and precise models, some decisions are

inherently suitable for human rather than algorithmic reasoning [107]. In this context, it is

crucial to anticipate which decision is which.

Operating as self-contained agents, machines often lack the decision context wherein their

predictions are evaluated and applied. Failures in this domain are said to be context-dependent.
Context can be of primary importance, and humans are far better suited than machines in under-

standing it and integrating it in their decision-making process. For a human, concerns such as

fairness, legality, and explainability of the decision are strong contextual motivations that a machine

does not necessarily take into proper account. Unsurprisingly, most of them are already being

encoded in several legislatures, which strongly discourage or punish discriminative or otherwise

illegal [7], unexplainable [94] decisions and behaviors. Much of this stems from the current use of

machine agents in ethically-charged contexts. For instance, machines are leveraged in monitoring

and discouraging [7] illegal activities, where they often yield unfair or biased predictions [41];

furthermore, they are a critical component of speech regulation, an extremely dynamic use case

where human scrutiny and decision autonomy are essential, yet they often regulate marginally- or

fully-free [48] speech; they aid hiring in public and private companies, yet they are biased [114].

What’s more, context is often dynamic and loosely defined [102], and thus integrating it into the

machine is an open challenge in and of itself. Jointly, machine-specific and context-specific failures

offer a strong motivation for machine oversight. Yet, even though the why is clear, how machine

oversight is to be implemented is still an open problem. Even worse, machine oversight poses a set

of inherently human problems to face.

3.1 Monitoring pitfalls
While technical solutions to machine-specific failures have already been developed, context-

dependent failures cause a plethora of additional and more complex problems. Given that humans

are usually the time bottleneck when it comes to decision-making, one cannot let the overseers

monitor every prediction, thus one needs to understand when to let the overseer monitor the
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machine. A conventional solution, which we explore in Section 4, is to let the machine itself call the

human into action. Here, we focus instead on the overseers and their inherently human fallacies,

which lead to some natural pitfalls of the whole monitoring process.

Human Executors and Skeptics. Overseers need to be aware of two possible cognitive biases:

algorithmic aversion [37] and overreliance [88]. Algorithmic aversion pushes the overseers towards

excessively doubting the machine, thus introducing unnecessary monitoring in the decision-making

process. Algorithmic aversion manifest itself independently of the performance of the machine [37,

92], and more strongly when the machine fails. In other words, every single perceived mistake of

the machine compounds in increasing the rejection rate of the overseer.

Unlike algorithm aversion, algorithm overreliance occurs when human agents under-monitor

a machine system, and thus act as mere executors. The two biases are well-documented in the

literature, and regardless of the machine system they human agents interface with, they are to be

accounted for.

Biased monitoring. Automation bias is particularly strong when human agents oversee fairness-

related tasks where the task directly involves other humans. When monitoring decision on pre-held

stereotypes, say on vulnerable groups, overseers either avoid monitoring in the first place [2]

or further confirm the stereotypes [8, 41]. On similar reasoning, particularly in cases of fairness

evaluation, human agents tend to under-monitor when they perceive affinity towards the monitor

case at hand [53], or simply when they deem their reasoning more “human” than the machine’s [82].

On an even more biological level, intrinsic demographic traits are also likely to play a role in the

decision-making of the human agents [144, 108]. To further increase the complexity of setting up

a set of overseers, it is often the case that human agents, in part for the aforementioned reasons,

have a low level of agreement on the correct task solution [52].

Failure to oversee and trust calibration. Even more worrying than biased monitoring is the failure

to reject obvious machine failures. In a pilot study with legal experts, [40] showed that, when

assisted by a faulty machine agent, domain experts incorporate into their decision-making machine

recommendations based on irrelevant or random factors, with extreme cases in which the domain

experts were knowingly introducing random factors themselves – a clear case of placebo effect

where the mere presence of a machine prediction, regardless of its correctness, induces an almost

blind trust in the human agent. Unsurprisingly, overseers have repeatedly shown to be unable to

properly assess their ability to assess the performance of a given machine [130, 1].

3.2 Enhanced monitoring: the case for Explainable AI
Overseeing a machine simply through its predictions and uncertainty provides minimal tools to a

human agent, which can easily fall into one or more of the aforementioned pitfalls. To enhance their

overseeing power, humans are often accompanied by explanation algorithms, that is, algorithms

able to further explain the predictions given by a machine. Explainable AI (XAI) [55] is a recent

field of research aiming to shed light on the prediction process of AI models by extracting human-

understandable explanations. Explanations allow an overseer to peer into the machine and get a

grasp of what features a machine is relying upon [89] and what rule-like logic it is following [54]

to make its predictions, what training instances have had a particular influence on the learning

process [75], and how one could change the input instance to achieve a different prediction [146].

Explanations have shown to empower the human agent into better understanding the machine,

thus improving their ability to monitor it.
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4 LEARNING TO ABSTAIN
To mitigate human failures in the monitoring process of the aforementioned HS paradigm, a

potential approach involves developing an enhanced machine architecture that enables the machine

learning model to refrain from predicting on certain instances. In broad terms, whenever the

machine prediction can’t be relied upon, it may be better to pay an extra costs and defer the

prediction to a human agent [31]. The ultimate goal of a Learning to Abstain system is thus to

maximize the overall performance of the hybrid system by effectively identifying, for each single

instance, the agent best suited for a given prediction. This particular setting does not involve

any formally defined interaction between human and machine agents. Instead, it can be better

characterized as a policy in which a machine autonomously directs input data towards an agent,

whether it be a human or an AI, based on an estimation of superior performance in each individual

case. In other words, the algorithms in this paradigm produce models optimized to leverage the

option to abstain w.r.t. their primary predictive task. The human interaction in this paradigm may

come afterwards, e.g., operating on those instances rejected by the Learning to Abstain system.

At the most general level, the machine learning systems that fall within this framework can

be categorized into Learning to Reject (L2R) [24, 31] and Learning to Defer (L2D) [90, 99]
systems, depending on whether the model assumes a pre-specified cost for abstaining or instead

is designed to work adaptively with the human agent. Both classes of algorithms share the same

set-up, namely an HS where the machine (or a system of machines) should learn not only a standard

classification function but also a rejection function (also called deferral function in the L2D domain)

under the optimization objective of maximizing the performance of the human-AI system as a

whole. The deferral action incurs an additional cost which is offset by the payoff of an expected

gain in performance resulting from querying a human expert, who can use information that the

machine cannot rely on (e.g., professional experience and common sense). Although L2R and L2D

have been tackled as separate and independent problems, a seminal paper by Madras et al. [90]

demonstrated that L2R can be regarded as the specific case of L2D in which a fixed cost is allocated

to each deferred instance. Consequently, they proposed a revised definition of L2D as an adaptive
L2R approach. Therefore, we devote most of our discussion to L2D (Section 4.2) while giving a

more general overview of L2R (Section 4.1).

4.1 Learning to Reject
Learning to Reject (L2R) was first introduced by Chow [24], and its general formulation constitutes

a base for more advanced learning to defer algorithms (Section 4.2.3).

Example of online content moderation: Learning to Reject

In the L2R paradigm, the algorithm is trained to consider a third alternative with respect to

the original binary classification task, namely the rejection option. Specifically, the model

decides to abstain from making a prediction in those cases where it is more likely to make

a wrong prediction. For example, a model could be trained to recognize those messages

that contain sarcasm or humor, typical cases where a classification model for moderation is

likely to make a wrong prediction, and abstain on those messages. In this way, a person

responsible for monitoring the system can focus solely on the instances that are rejected by

the model, rather than having to deal with all of them.

In the literature, this area of research is referred to with several names: learning to reject [150],
selective classification [148], or machine learning with a reject option [62]. The general idea is to
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provide machine learning algorithms with the means to learn when to abstain from actually making

a certain prediction. Here, the focus is on optimizing machine learning algorithms to include a reject

option, thus improving the final performance by refraining from predicting on critical instances.

Therefore, humans are not an active agent in this framework, as the focus is on finding the best

combination of machine prediction and machine abstention. However, in the context of Hybrid

Systems, one could envision real life scenarios where L2R models can be used to focus the attention

of a human overseer on the subset of instances that are rejected by the model. Learning to Reject is

a widely studied problem with a long history of research, already touched upon in several previous

surveys. Therefore, we report a similar general definition to the work of Hendrickx et al. [62] and

Zhang et al. [150]. The goal of L2R algorithms is to learn a model 𝑓𝜌𝑀 composed of two parts: a

prediction function 𝑓 : X → Y𝑀 and a rejection policy 𝜌𝑀 : X → {0, 1} The composed system can

be defined as 𝑓𝜌𝑀 : X → Y𝑀
⋃{∅} such that:

𝑓𝜌𝑀 (𝑥) =
{∅ if 𝜌𝑀 (𝑥) = 1

𝑓 (𝑥) otherwise

(2)

That is, if the rejection policy 𝜌𝑀 rejects 𝑥 , then no prediction is made. If instead 𝜌𝑀 accepts 𝑥 , then

the prediction function 𝑓 is applied to 𝑥 and the result 𝑓 (𝑥) is obtained. The function 𝑓 is generally
assumed to be a classifier. Ideally, 𝜌𝑀 should be able to prevent misprediction of 𝑓 while conversely

accepting examples for which a good prediction is more likely. The policy 𝜌𝑀 that actually performs

the rejection operation is called rejection function or rejector. The focus of a rejector, as mentioned,

is to refuse those examples for which the classifier 𝑓 is expected to output an incorrect prediction.

More generally, the focus of research in this field is to find the optimal balance between accuracy on

accepted instances and number of rejected instances. We can generally divide the types of rejection

into two macro-categories, depending on the type of data that are being rejected:

• Novelties rejection, i.e., rejections of examples that differ significantly from the data points in

the training set 𝑋 of 𝑓 and therefore are likely to cause a misprediction.

• Ambiguities rejection, i.e., rejections of examples in proximity of the decision boundary of 𝑓 .

Novelties are examples that are, in general, very different from the ones that 𝑓 was trained on.

Novelties are usually data that may be considered out of distribution (OOD), or simply particularly

unusual instances. Ambiguities are typically examples that can either be classified as any by 𝑓

as their probability of being a member of one is almost equal to the probability of belonging to

the others [57]. Depending on the kind of mistake that needs to be addressed, different methods

for learning the rejector can be used. The rejector can be based only on feature observation or on

model evaluation. Therefore, 𝜌𝑀 may have access to only the feature space X or to both X and

the output of the predictor 𝑓 , or even to the architecture and parametrization of 𝑓 . In essence, a

rejector can either be:

• Independent, i.e., the rejection function is learned regardless of the predictor, by observing

solely the feature space.

• Dependent, i.e., the rejection function is built by either querying the predictor or by relying

on particular characteristics of the predictor.

4.1.1 Independent rejectors. Independent rejectors are mostly designed to perform Novelties re-
jections. Most of the works in this particular area frame the problem as Outlier detection [64] or

Anomaly detection [136]. Another widely-used term is Open-set recognition [91], where the focus is

on optimizing the accuracy of a predictor both on in-distribution and out-of-distribution data. The

basic idea is to recognize and handle those examples that present out-of-distribution characteristics.

This is done independently from the predictor function 𝑓 , i.e., the rejection mechanism can be

applied directly to the data in an agnostic way w.r.t. the trained model 𝑓 .
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Some of the earliest work in this area leverage statistical methods to find anomalies in the

data. Seo et al. use the estimated posterior variance of Gaussian processes as a testing point to

understand whether to reject a data point or not [125]. Another similar technique was proposed

by Coles [30] which relies on statistical models studied in Extreme Value Theory to understand

which examples may actually be considered outside expected distributions. This technique has

been employed in many different tasks, e.g. facial recognition [124] and network analysis [95].

Recently, [121] proposed the Extreme Value Machine, a model for kernel-free variable bandwidth

incremental learning based on Extreme Value Theory. One limitation of this model is that it relies

on the distances between the instances belonging to different classes in the training set, so that

classes that are unreasonably distant from the majority classes in the training may be rejected in

their entirety. Some works address this limitation by relying on generalized Pareto distribution

approximation to determine whether a new example is a normal or abnormal data point [141].

Other approaches rely on models trained to recognize the training distribution and perform

anomaly detection as a separate task. One such method was proposed by Coenen et al. and it relies

on One-Class Support Vector Machines [27] specifically fitted to recognize the training distribution.

Alternatively, Gaussian Mixture Models can be employed to estimate the training distribution, and

thus detect novelties [79]. Recently [4] proposed a few-shot learning approach where margin-loss

w.r.t. the training class is used to train a model to detect anomalies.

While independent rejectors are mainly designed to detect anomalies, Asif and Amir AfsarMinhas

[6] propose a framework for generalized rejection based on jointly-trained Neural Networks. These

networks are trained with a dual-penalization both on misprediction and incorrect rejection. Since

the rejection network is trained independently, it can then be used with any other prediction model,

and it can also perform ambiguity rejections.

4.1.2 Dependent rejectors. Dependent rejectors are much more studied than independent ones.

They are tied to the outputs or properties of the predictor and as such can be learned either after

the learning phase of 𝑓 or simultaneously. Adopting the same naming convention that we will use

for Learning to Defer models (Section 4.2) we call the former staged rejectors and the latter joint
rejectors.

Staged rejectors. look at the predictor 𝑓 output to estimate the confidence or uncertainty of the

model. The works that fall in this category are usually referred to as confidence based or uncertainty
based. These approaches estimate uncertainty by i) formulating a good confidence metric in and ii)
selecting an appropriate threshold for determining the actual rejection [32, 51, 69]. Formally, the

rejection of an instance can be seen as:

𝜌𝑀 (𝑥, 𝑓 ) = 1𝑐 (𝑥,𝑓 )>𝜏
where 𝑐 (𝑥, 𝑓 ) is the confidence metric, which depends both on the instance 𝑥 and the prediction

function 𝑓 , and 𝜏 is the threshold hyperparameter [58, 148]. Many different metrics for confidence

have been proposed in the literature. Confidence metrics can be based on:

• Hard predictions where the exact class-output of predictor 𝑓 ,i.e., 𝑦𝑀 = 𝑓 (𝑥), is used to assess

the confidence of the prediction. These works usually observe multiple predictions and

consider the class-wise variance of these predictions as indication of uncertainty [14, 129].

• Soft predictions where some scoring output of 𝑓 is used as an estimation of 𝑃 (𝑦𝑀 |𝑥) to
determine the confidence. This approximation of confidence is more widely studied, and the

array of solutions that leverage soft predictions is much varied [36, 18].

The are also other methods that, while still exploiting some output of the predictor, have slightly

different mechanisms to approximate the confidence. For example, in the work of Tortorella [137]
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the authors exploit directly the score of SVMs as a distance from the decision boundary. In other

works, the distance from the k-th nearest prototype is used as a proxy of confidence [17].

The confidence threshold 𝜏 can either be global, or local: a global threshold is usually used for

those predictors with an equally well calibrated confidence metric over the entire feature space [80,

21, 42]. Multiple local thresholds 𝜏1, . . . , 𝜏𝑛 [43] are instead best suited for predictors with variable

accuracy [109] or for different class-wise variance for the confidence metric.

Joint rejectors. Also sometimes called integrated rejectors [62] are directly part of the prediction

model, i.e., the rejection option is treated as an additional class to be learned by the predictor.

In this setting, predictor 𝑓 and rejector 𝜌𝑀 are simultaneously learned with a single algorithm,

specifically designed to learn both functions. This means that it is difficult to technically distinguish

and separate the predictor from the rejector [31]. Some joint-learning approached rely on the

definition of a specifically formulated objective function able to penalize both incorrect predictions

and rejections. Several works resort to surrogate loss functions in place of a more natural discrete

loss in order to more easily solve the problem via minimization [13, 119]. Other works aim at

specifically leverage some evaluation metric, for example Pugnana and Ruggieri [112] design a

model-agnostic approach for probabilistic binary classifiers with a reject option specifically aimed

at optimizing Area Under Curve. Other works directly allocate an extra class for rejection to any

given predictor and assign a specific penalization cost for predicting such class [152]. Finally, several

joint-learning algorithms for rejection have been developed specifically for certain kinds of machine

learning models, for example for Support Vector Machines [51, 85] and for Neural Networks [47].

4.1.3 Cost model for rejection. Approaches for L2R need to achieve a balance between predictive

performance and rejection rate. In fact, classifier with a reject option can entirely trade performance

for coverage of vice-versa. This means that, in theory, to achieve maximum performance, a predictor

with a reject option can opt to reject all instances and therefore never actually make a misprediction.

Otherwise, the predictor can opt to never reject in order to achieve maximum coverage over the

data, thus completely forgoing the benefits of implementing a reject option in the first place. To

avoid this, an appropriate cost model must be implemented. One foundational cost model can be

found in the work of Cortes et al.[31]:

𝑐𝑜𝑠𝑡 (𝑥) =


0, if 𝜌𝑀 (𝑥) = 0 ∧ 𝑓 (𝑥) = 𝑦∗

1, if 𝜌𝑀 (𝑥) = 0 ∧ 𝑓 (𝑥) ≠ 𝑦∗

R if 𝜌𝑀 (𝑥) = 1.

(3)

Where 𝑦∗ is the ground truth for example 𝑥 , and R is a fixed, predefined cost for rejection. If we

adopt such a cost model, we can express the the learning objective of a L2R algorithm as follows:

min

𝑓 ,𝜌𝑀

∑︁
𝑥∈𝑋

[1𝜌𝑀 (𝑥 )=01𝑓 (𝑥 )≠𝑦∗ + 1𝜌𝑀 (𝑥 )=1R] (4)

In essence, we either pay a cost if we mispredict (1𝑓 (𝑥 )≠𝑦∗ ) some instance 𝑥 that we accepted

(𝜌𝑀 (𝑥) = 0) or we pay a cost R if we reject that instance (𝜌𝑀 (𝑥)R). Although sensible, this cost

model has the major drawback of having to determine the rejection cost R beforehand. Rejection

cost can be determined depending on the application domain, but this is not always an option [47].

The work of Geifman and El-Yaniv [46] is among the most important in this field, as it tries to

tackle the aforementioned problem. In their proposal, the authors propose a method called Selection

with Guaranteed Risk Control that looks at the problem of rejection cost determination from a

different angle, that is looking at the coverage of the model. Coverage of a model is defined as the

portion of the data that the model accepts for prediction:
1

𝑛

∑
𝑥∈𝑋 1𝜌𝑀 (𝑥 )=0.
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Following Eq. (4) the learning objective can be expressed as a minimization of risk subject to a

coverage constraint that forces the model to predict at least a certain portion of instances. Formally:

min

𝑓 ,𝜌𝑀

∑
𝑥∈𝑋 1𝜌𝑀 (𝑥 )=01𝑓 (𝑥 )≠𝑦∗∑

𝑥∈𝑋 (1 − 𝜌𝑀 (𝑥)) s.t.

1

𝑛

∑︁
𝑥∈𝑋

1𝜌𝑀 (𝑥 )=0 > C

where 0 < C < 1 is a coverage threshold. The problem has thus shifted from having to determine

cost R to having to select threshold C which is easier. It is important to note that if C = 1 the

model reverts to a standard classifier with no rejection option. This coverage based formulation

has been proven to be theoretically equivalent to the original cost model of Eq. (3) [44].

4.1.4 Strengths and limitations of Learning to Reject. In summary, the L2R paradigm allows for

the development of ML models with a reject option, which is a foundational starting point for

developing models able to interact with humans. Indeed, ML models equipped with the reject

option can, in principle, reject exactly those instances that would yield a prediction error, and

therefore call for human intervention only when strictly needed. However, the actual benefit of

these techniques in a collaborative setting with humans has never been thoroughly investigated.

Indeed, if human intervention is called only for those instances for which a decision is difficult, the

human expert may find the same difficulties, and thus deem the model as not so useful for solving

the task. Moreover, there are studies pointing to possible fairness issues when using classifiers with

a reject option [67].

4.2 Learning to Defer
Learning to Defer (L2D) systems embed human knowledge directly into the training process of a

ML model. The goal is to equip the model with the ability to call for human intervention on those

instances where the human is likely to give accurate prediction and the machine is likely to fail.

Example of online content moderation: Learning to Defer

By comparing predictions made by human workers to the correct labels, an L2D system

can be trained to determine which instances can be accurately predicted by AI and which

are better handled by humans. For instance, in both cases of hate speech and self-harm

content recognition, humans are expected to outperform machines on texts characterized

by toxic and satirical content, mostly owing to their greater capacity for comprehending

common sense and contextual information, as well as discerning implicit meanings hidden

within words and phrases.

In contrast to L2D, an L2R system learns its rejector policy only from the feature set X (e.g., the

text of the message to be flagged) and, possibly, some properties of the predictor used by the AI

system. L2D instead actively considers the human expertise in the task domain.

4.2.1 General formulation. Keeping the same notation introduced in Section 2, we consider Hybrid

Systems composed of a machine 𝑀 and a human 𝐻 . Similarly to L2R, in L2D the machine 𝑀 is

equipped with the possibility of abstaining from making a prediction. In addition, an L2D model

also embeds a representation of the human agent 𝐻 , thereby taking into account their estimated

performance when assessing the act of deferral. By doing so, the human expertise Z is taken into

account. Nevertheless, note that the predictor ℎ : X ×Z → Y𝐻 modeling 𝐻 is fixed, meaning that

L2D algorithms have no control nor visibility on the function ℎ itself; rather, they only have access

to its image, that is, the set {𝑌𝐻,𝑖 }𝑛𝑖=1 B {ℎ(𝑥𝑖 , 𝑧𝑖 )}𝑛𝑖=1 of human predictions about the training data.
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Architecture. Design according to which classifier and deferral policy are integrated.

Staged learning Classifier and deferral policy are learnt in two subse-

quent steps.

[9, 116, 115, 147]

Joint learning Classifier and deferral policy are learnt jointly. [22, 45, 59, 74, 87, 90,

99, 98, 111, 118, 140,

139, 147]

Others Alternative solutions, e.g., iterative models. [34, 35, 105]

Multiplicity. Number of human agents in the hybrid system.
Single One human agent. [9, 22, 87, 90, 99, 98,

105, 111, 116, 115,

118, 140, 147]

Multiple (1 predicts) One human is selected out of many. [45, 59]

Multiple ( 𝑗 predict) A subset of agents is selected out of many. [74, 139]

Theoretical guarantees. The machine phase in which the interaction occurs.

Fisher consistency The optimization objective has the correct target. [22, 99, 140, 139]

Classification-calibration Agents are given realistic uncertainty estimates. [140, 139]

Realizable consistency The problem is well-defined under specific choices of

the classifier and deferral hypothesis function spaces.

[98]

Constraints. Additional conditions that the hybrid system should satisfy.

Coverage Number of instances that can be deferred. [35, 99, 98, 105]

Budget Total cost to query human agents. [115]

Fairness Metrics to guarantee algorithmic fairness. [74, 90, 98]

Others Others, e.g., on the selection of human agents. [74]

Table 2. Properties of systems in the Learning to Defer paradigm.

In analogy to Eq. (2), a L2D system can be formulated as a function 𝑓𝜌𝑀 : X → Y𝑀
⋃Y𝐻 defined

from the classifier 𝑓 : X → Y𝑀 and deferral policy 𝜌𝑀 : X → {0, 1}:

𝑓𝜌𝑀 (𝑥) =
{
ℎ(𝑥) if 𝜌𝑀 (𝑥) = 1

𝑓 (𝑥) otherwise

The goal of L2D is to find the classifier-rejector pair ( ˆ𝑓 , 𝜌𝑀 ) that minimizes the system loss ℒdefer.

This can be expressed as the summation of the machine loss ℒ𝑀 and the human loss ℒ𝐻 :

ℒdefer (𝑌 ∗, 𝑌𝑀 , 𝑌𝐻 , 𝜌𝑀 ) B 1𝜌𝑀 (𝑋 )=0︸    ︷︷    ︸
𝑀 predicts

ℒ𝑀 (𝑌 ∗, 𝑌𝑀 )︸         ︷︷         ︸
machine cost

+1𝜌𝑀 (𝑋 )=1︸    ︷︷    ︸
defer to 𝐻

ℒ𝐻 (𝑌 ∗, 𝑌𝐻 )︸        ︷︷        ︸
human cost

(5)

where 1 denotes the indicator function. Note that the optimization problem has 𝑌𝑀 and 𝜌𝑀 as

unique learnable parameters since both 𝑌𝐻 and 𝑌 ∗
are fixed (i.e., they belong to the training data).

In general, the individual losses ℒ𝑀 and ℒ𝐻 can take several forms to account for different "costs",

such as the misprediction error as in the 0-1 loss, or the cost of querying the human agent.

Notably, when there exists a constant R > 0 such thatℒ𝐻 (𝑦∗, 𝑦𝐻 ) = R for all (𝑦∗, 𝑦𝐻 ) ∈ (𝑌 ∗, 𝑌𝐻 ),
then the loss (5) matches the rejection loss described in [31] for the L2R framework [90]:

ℒreject (𝑌 ∗, 𝑌𝑀 , 𝜌𝑀 ) B 1𝜌𝑀 (𝑋 )=0ℒ𝑀 (𝑌 ∗, 𝑌𝑀 ) + R1𝜌𝑀 (𝑋 )=1 (6)

Note that Eq. (6) and Eq. (4) are equivalent under the assumption of using the 0/1 cost model for

prediction/rejection.
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Optimization constraints. Depending on the specific context of use, the application of specific

constraints may be necessary for hybrid systems. This objective is commonly accomplished by

incorporating regularization terms into the system loss or by imposing specific bounding conditions.

Examples of such constraints include:

• Coverage or triage level [35, 99, 98, 105]: the number of instances that can be deferred.

• Fairness metrics [74, 90, 98]: for instance, the Minimax Pareto Fairness criterion [96] or the

equalized odds metric with respect to a protected attribute.

• Budget [115]: total cost that can be allocated to query human agents.

Model architectures. L2D systems typically adhere to either of two general designs, referred

to as staged learning and joint learning, which vary in terms of when the classifier and rejector

are learned. In the former case, the algorithmic process starts by learning the classifier and only

subsequently fits the deferral policy on top of it. On the other hand, in a joint learning setting the

classifier and rejector are learnt simultaneously through the direct minimization of the system loss

(5). While most of the proposals documented in the literature can be categorized as staged or joint

learning models, a few exceptions also exists that do not fit in either category (Section 4.2.4).

Number of human agents. L2D systems can be characterized along another dimension, that is, the

size of the pool of human agents to which the decision can be deferred to. Whenever the number of

these is greater than one, termMultiple-Expert L2D (L2D-ME) is used, as opposed to to Single-Expert
L2D (L2D-SE or L2D), which considers one human only. An example where L2D-ME modeling

may be more suitable is in a medical setting, where a critical decision regarding a complex case

could be made either by an automated classifier or by one or more doctors chosen from a team of

experts with potentially diverse expertise and opinions. As compared to L2D-SE, the formalization

of L2D-ME makes the deferral function more complex in nature. Specifically, it should not only

determine when to defer, but also to which human agent(s) [139]. Furthermore, the deferral policy

can be designed in a manner that allocates predictions to either one single agent or to a subset of
agents from the available pool.

4.2.2 Staged learning architectures. In L2D models characterized by staged learning architectures,

the classifier 𝑓 and deferral function 𝜌𝑀 are learnt separately. Specifically, algorithms in this

category first fit a classifier on the training dataset, then they learn a second model that predicts

the probability that the human makes a mistake on the same dataset, and finally they defer based

on which has the lowest error probability instance-wise.

For instance, Raghu et al. [115] developed a basic heuristic for L2D consisting of two independent

models trained on the full dataset: a multiclass classifier representing the machine agent, and a

binary classifier representing the correctness of the human agent. At inference time, an instance is

deferred to the human if the predicted classifier error probability is higher than that of the human.

In case of coverage constraints, then the samples whose difference between human and classifier

error probability is higher are chosen first. Interestingly, the authors also suggest a reduction of

L2D-ME to L2D-SE by modeling the human subsystem in terms of average disagreement between

human agents on each single prediction. This approach has been further developed in [116].

Another common baseline for staged learning is the model proposed by Bansal et al. [9], who

described a staged learning setting aimed to maximize the expected utility of the system, which is

measured in terms of the accuracy of the final decision, the cost of deferring, and the individual

accuracy of both the human and machine component. Differently from other L2D models, this

method has been claimed to be user-initiated, since the action of deferral is triggered through an

(over-simplified) threshold-based policy that represents the humans’ mental model of the AI.
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Fig. 2. Overview of the joint learning architecture for the Single-Expert Learning to Defer (L2D-SE) setting,
illustrated in the application of flagging online contents for moderation. Adapted from [98].

Finally, a third relevant staged learning method known as fixed value of information approach has

been proposed in [147]. It consists in training independently three probabilistic models describing,

respectively, the distribution of the label given the input data, the human predictions given the

input data, and the label given both the input data and human predictions. At inference, the deferral

policy evaluates the estimated expected utility of the classifier in two scenarios: when the human

is not consulted and when the human is queried, while also taking into account the distribution of

human predictions and a constant cost for querying the human.

As noted by Charusaie et al. [22], the staged learning approach presents some important ad-

vantages: first of all, it is suited for convenient implementation, since already known appropriate

algorithms can be adopted to solve the two stages separately. Secondly, theoretical and experimental

results suggest that it outperforms the joint learning approach in realistic scenarios where only

a limited portion of data is labeled by the human agent. In these cases, the classifier 𝑓 can still

be optimized over the full dataset; on the other hand, in joint learning 𝑓 can be learnt from the

subset of human labeled data only, thus leading to a reduction int performance dependent on the

proportion of unlabeled data. However, [22] also pointed out that staged learning is sub-optimal

with respect to joint learning and provide both theoretical and experimental results showing the

existence of a performance gap between the two approaches in terms of model complexity.

4.2.3 Joint learning architectures. In L2D systems characterized by a joint learning architecture the

classifier 𝑓 and deferral function 𝜌𝑀 are learnt simultaneously. In order to implement this design,

the task is shaped as a 𝐾 + 1 multiclass problem over an augmented label space Y∅ B Y𝑀 ∪ {∅},
whereY𝑀 = {1, . . . , 𝐾}. In particular, we set g = (𝑔1, . . . , 𝑔𝐾 , 𝑔∅) to be the set of real-valued scoring
functions 𝑔𝑖 : X → R, such that 𝑔∅ returns the human predictions 𝑌𝐻 , while the classifier and

rejector are defined, respectively, as:

𝑓 (𝑥) = arg max

𝑖∈Y𝑀

𝑔𝑖 (𝑥) 𝜌𝑀 (𝑥) =
{
1 if max𝑖∈Y𝑀

𝑔𝑖 (𝑥) ≤ 𝑔∅ (𝑥)
0 otherwise.

In general, the optimal classifier-rejector pair is found by minimizing the system loss expressed

in Eq. (5). However, the function (5) is often computationally hard to optimize. Such a problem

is addressed by replacing (5) with a surrogate loss ℒ̃defer that is easy to optimize and is chosen to

guarantee specific properties with respect to the original loss ℒdefer (refer to Appendix A for a

formal discussion of desirable properties of surrogate loss functions in the context of L2D). Hence,
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in case of appropriate choices of the human and machine surrogate loss functions, the joint learning

HS gives theoretical guarantees for optimal performance.

Single-Expert L2D. Most of the literature on joint learning models for L2D-SE focuses on the cost-
sensitive formulation of the problem over an augmented label spaceY∅

developed by Mozannar and

Sontag [99] and illustrated in Figure 2. This setting considers random costs c = {𝑐1, . . . , 𝑐𝐾+1} ∈ R𝐾+1>0

where each component 𝑐𝑖 represents the cost of predicting the label 𝑖 ∈ Y∅
. In this section, we

review and categorize the most relevant proposals according to their statistical properties.

(1) Fisher Consistency (FC) has been described as aminimal requirement that surrogate loss functions

should satisfy to achieve reasonable performance, since it posits that, if an estimator were

computed using the complete population instead of a sample, it would yield the true value of

the estimated parameter [86]. To the best of our knowledge, FC approximation of the 0-1 loss

in the L2D setting have been implemented (up to adaptations) only by Mozannar and Sontag

[99], Charusaie et al. [22], and Verma and Nalisnick [140]. In particular, the surrogate loss

ℒ
𝛼
𝐶𝐸

[99] consist of a generalization of the cross-entropy loss with the costs corresponding to

multiclass misclassification, where the cost of the 𝐾 + 1 class represents the action of deferral,

and 𝛼 ∈ R>0 is a weighting parameter that modulates deferral. When 𝛼 = 1,ℒ
𝛼
𝐶𝐸

has FC and

can be expressed as:

ℒ
1

𝐶𝐸 (g;𝑥,𝑦∗, 𝑦𝐻 ) B − log

(
exp(𝑔𝑦∗ (𝑥))∑

𝑦∈Y∅ exp(𝑔𝑦 (𝑥))

)
− 1𝑦𝐻=𝑦∗ log

(
exp(𝑔∅ (𝑥))∑

𝑦∈Y∅ exp(𝑔𝑦 (𝑥))

)
intuitively, the first term maximizes the scoring function associated with the true label, while

the second maximizes the rejection (scoring) function but only if the human’s prediction is

correct. Notably, [22] describes a family of cost-sensitive surrogate loss functions for the 0-1

loss that generalizes prior work and encompasses ℒ𝐶𝐸 as well.

A few adaptations have been proposed to enhance the L2D algorithms based on the surrogate

ℒ𝐶𝐸 , with the aim of better capturing specific properties. These include:

• Learning to Defer with Uncertainty (LDU), where the deferral policy accounts for the

epistemic uncertainty of the model (i.e., the uncertainty resulting from limited data

availability and lack of knowledge about the system of interest) [87];

• The customization of the model to suit the expertise of particular human agent, which

however requires the availability of supplementary data that has been annotated by that

particular human [118].

(2) Confidence calibration refers to the property of an estimator (e.g., a probabilistic classifier) to

produce a predictive distribution that is consistent with the empirical frequencies observed from

realized outcomes [33]. Verma and Nalisnick [140] proposed a surrogate lossℒ𝑂𝑣𝐴 [140] that

satisfies both Fisher consistency and classification-calibration. This solution consists in solving

the L2D problem via a One-vs-All classification method which breaks down the original 𝐾 + 1

classes into 𝐾 + 1 binary classifier models. The resulting objective function to be optimized is

thus a surrogate loss function composed of different logistic loss components, each accounting

for the error on one of the 𝐾 + 1 different classes.

ℒ𝑂𝑣𝐴 (g;𝑥,𝑦∗, 𝑦𝐻 ) B 𝜙 [𝑔𝑦∗ (𝑥)] +
∑︁
𝑦∈Y𝑀

𝑦≠𝑦∗

𝜙 [−𝑔𝑦 (𝑥)] + 𝜙 [−𝑔∅ (𝑥)] + 1𝑦𝐻=𝑦∗ (𝜙 [𝑔∅ (𝑥)] − 𝜙 [−𝑔∅ (𝑥)])

where 𝜙 : {0, 1} × R → R>0 is a binary surrogate loss (e.g., the logistic loss). Experimental

findings show that ℒ𝑂𝑣𝐴 results in better calibrated models w.r.t. ones trained with ℒ𝐶𝐸 , with

competitive performance w.r.t. other L2D baselines [9, 99, 105, 115].
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(3) (F𝑀 , P𝑀 )-Realizable consistency is a property that refines the notion of FC by addressing the

optimization process over restricted hypothesis classes F𝑀 and P𝑀 for the predictor and deferral

function. For instance, the surrogate ℒ𝑅𝑆 [98] is differentiable, non-convex, and realizable

(F𝑀 , P𝑀 )-consistent for classes F𝑀 and P𝑀 closed under scaling:

ℒ𝑅𝑆 (g;𝑥,𝑦∗, 𝑦𝐻 ) B −2 log
(
exp(𝑔𝑦∗ (𝑥)) + 1𝑦𝐻=𝑦∗ exp(𝑔∅ (𝑥))∑

𝑦∈Y∅ exp(𝑔𝑦 (𝑥))

)
Other formulations of joint learning L2D-SE also exist. This is the case of:

• the seminal paper by Madras et al. [90], which presents a framework for addressing the

L2D problem using a Mixture-of-Experts (MoE) approach, with the deferral policy acting

as a gating function. The classifier and deferral function are learned together by negative

log-likelihood minimization over the augmented label space Y∅
. An alternative version of

the algorithm is also introduced, wherein a regularization component is added to the system

loss to account for a fairness. Unfortunately, this method was proven to not have FC [99].

• Preferential MoE [111], a variant of [90] where human knowledge is encoded in the form

of decision rules that should be followed as much as possible, that is, whenever they are

applicable and do not decrease the system performance. The algorithm first checks the

applicability of the available rules and, in case of positive response, a deferral function selects

whether to rely on the human or machine prediction based on their performance. Notably,

the deferral function is chosen to be interpretable (e.g., a linear classifier or decision tree)

guaranteeing transparency in the selection of the human agent, and also highlighting reasons

for forgoing the human-based rules.

• In the joint value of information method [147], the three probabilistic models already intro-

duced in the fixed value of information method described in the Section 4.2.2 are trained

together through a single neural network which includes a final Platt calibration layer that

guarantees the estimation of meaningful expected utilities. Experimental findings show that

joint learning yields greater advantages compared to analogous staged learning method.

• The Mixed Integer Linear Program (MILP) [98] is a scheme to exactly minimize the mis-

classification error of the HS. It comes with generalization bounds and allows to provably

and easily integrate any linear constraints on the variables. However, it suffers from two

limitations: it is computationally expensive and it does not generalize to non-linear predictors.

Multiple-Expert L2D (1 out of 𝐽 ). In this first scenario of L2D-ME, the goal of the multi-expert

deferral policy 𝜌𝑀𝐸
𝑀

is to choose either the classifier or exactly one human agent from the set of 𝐽

available ones. Hence, 𝜌𝑀𝐸
𝑀

takes the form of 𝜌𝑀𝐸
𝑀

: X → {0, 1, . . . , 𝐽 }, where 𝜌𝑀𝐸
𝑀

(𝑥) = 0 means

that the classifier decides, while 𝜌𝑀𝐸
𝑀

(𝑥) = 𝑗 for 𝑗 ≠ 0 indicates that the decision is deferred to the

𝑗 th human agent.

Hemmer et al. [59] adopt a mixture of experts (MoE) approach whith the deferral policy serving

as a gating function that assigns each instance either to the predictor or one specific human agent.

The joint learning of the classifier and deferral function is carried out through a surrogate loss

function based on the negative log-likelihood of the system. However, subsequent work [139] has

proven this surrogate to be not FC and proposed instead two surrogate loss functions, namely one

based on cross-entropy and one on the One-vs-All classification, which are consistent with the

0-1 loss in the L2D-ME setting and extend their single-expert analogue. The experimental findings

indicate that the OvA-trained model frequently achieves superior performance compared to both

the cross-entropy variant and the MoE baseline [59]. Additionally, it exhibits better calibration in

terms of the correctness of agents’ decisions.
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Finally, Gao et al. [45] study the problem of L2D-ME in a bandit feedback setting (i.e., a sequen-

tial dynamic allocation problem). Specifically, the deferral policy is specifically learned using a

supervised learning model that has been previously trained on historical data that reflect human

decisions and corresponding outcomes in order to maximize the complementarity of the machine

and human agents. However, by doing so, it is assumed that the human agents who generated the

historical data are the same individuals who will be assigned decisions at inference time.

Multiple-Expert L2D ( 𝑗 out of 𝐽 ). In the second scenario of L2D-ME, the multi-expert deferral

policy is defined as 𝜌𝑀𝐸
𝑀

: X → {0, 1} 𝐽 +1. For each input 𝑥 ∈ X, the goal is to choose the committee

of agents 𝐶 (𝑥) ⊆ {0, . . . , 𝐽 }, possibly including the classifier, who are likely to make the most

accurate decision for 𝑥 . Hence, the 𝑖𝑡ℎ vector component of the deferral policy will be defined

as 𝜌𝑀𝐸
𝑀

(𝑥) (𝑖 ) = 1 for all 𝑖 ∈ 𝐶 (𝑥), and 𝜌𝑀𝐸
𝑀

(𝑥) (𝑖 ) = 0 for all 𝑖 ∉ 𝐶 (𝑥). In the event that the

designated committee comprises multiple agents, the resulting outcome will be an aggregated

decision. This setting has been firstly addressed by Keswani et al. [74], who proposed a joint loss

functions obtained by linearly combining the losses associated to the classifier and deferral function

via context-dependent hyperparameters. The authors proved that the combined loss is convex

with respect to the classifier and deferral function whenever the loss associated to the former is

convex; under such assumption, it can be optimized using the projected-gradient descent algorithm.

Additionally, the authors outlined a few adaptations of the L2D-ME framework to account for

potential real-world constraints and requirements:

• Fair learning: this variant takes into account the possibility of performance discrepancies

that may occur with respect to individuals belonging to different protected categories.

• Sparse Committee Selection: this variant enables the deferral function to exclusively

choose a limited number of agents on a per-instance basis.

• Dropout: this variant aims to reduce the dependence on a single agent and achieve a more

equitable distribution of workload.

• Regularized versions: additional constraints can be added to the joint framework as reg-

ularizers of the loss function. For instance, this solution can be employed in cases where

specific costs associated with individual human agent consultations are provided.

Subsequent work [74] further developed this setting to adapt to closed deferral pipeline, wherein

the human agents of the HS also provided the training labels. This is achieved through an online

framework in which input samples are received in a continuous stream. After each prediction is

made, which involves aggregating the outputs of agents in the chosen committee, the sample are

utilized to retrain the classifier and deferral function.

Alternatively, Verma et al. [139] suggest to use Conformal Inference [127] to find ensembles

of agents 𝐶 (𝑥) that include the best agent with high marginal probability. The size of 𝐶 (𝑥) is
computed dynamically as a function of the input 𝑥 , thereby ensuring optimal utilization of agent

queries. The authors propose two test statistics for the estimation of 𝐶 (𝑥): a naive score function
that sums up the correctness scores of all agents who correctly predict the given instance, and a

regularized statistics that employ conformal risk control [5] to increase the robustness to noise. The

experimental findings demonstrate that the latter approach yields a nearly flawless identification of

the appropriate number of agents. Moreover, the conformal approach exhibits superior performance

in system accuracy compared to a fixed-size ensemble of agents.

4.2.4 Further model architectures. While most of the proposals documented in the literature can

be categorized as staged or joint learning models, a few exceptions also exists. A notable example

often used as a baseline in the L2D literature is the method proposed by Okati et al. [105], namely,

an iterative algorithm that optimizes the classifier and triage policy alternately. At each iteration,
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the optimization process is carried out for the classifier on instances where it outperforms the

human agents, while the remaining data points are optimized for the triage policy. The authors

show that their method converges to a local minimum. Nevertheless, subsequent experimental

studies have shown that this method exhibits lower performance in comparison to other L2D

algorithms [98]. Additionally, similar algorithms have been implemented to address the issue of

L2D for model-specific settings, namely Support Vector Machines [35] and Ridge Regression [34].

4.2.5 L2D with limited human predictions. A significant drawback of L2D is the requirement of

human predictions, alongside ground truth labels, for every instance within the training set [83].

Ideally, the L2D system has to be trained on human labels belonging to the same human that will

then interact with the system itself. By doing so, the L2D system will learn to complement that

specific human [60]. Due to the significant computational and human costs, it is likely that the

implementation of the L2D algorithm would be impractical for most real-world scenarios.

A couple proposals have been put forward to address this problem and implement L2D-SE

algorithms with only a limited amount of human predictions. Charusaie et al. [22] derived an

active learning scheme known as Disagreement on Disagreements (DoD) which can learn a classifier-

rejector pair by making a minimal number of queries to the human. The DoD algorithm functions in

two steps: i) first, a standard active learning algorithm (i.e., CAL [28]) is executed on the hypothesis

space to learn the human disagreement with the ground truth: at each round, the disagreement set

of the predictors is computed, and then the human is queried on the instances in this set to learn

their error boundary; ii) second, a consistent classifier-rejector pair is learnt from the pseudo-labeled

data derived from the preceding stage.

Alternatively, Hemmer et al. [60] proposed a three-step methodology that, based on a limited set

of human predictions, generates synthetic human labels that simulate their capabilities. The first step

consist in training an embedding model that maps each instance into feature representations. These,

along with the ground truth labels, are used in the second step to learn an expertise predictor model,
which is designed to approximate the capabilities of a human agent based on their labeling behavior.

To harness the potential of both labeled and unlabeled instances, this component incorporates

a semi-supervised learning technique. Finally, the expertise predictor model produces synthetic

human predictions for instances that have not been labeled by a human and that can thus be used

as input of any downstream L2D algorithm. The results of the empirical analysis shows that a small

number of human predictions per class is enough to effectively generate synthetic predictions.

4.2.6 Strength and limitations of Learning to Defer. In contrast to algorithms that operate under

oversight (see Section 3), Learning to Abstain Hybrid Systems are trained not to predict when their

performance is weak. As a result, when using an L2R or L2D algorithm to make decisions, one can

expect to receive two kinds of evidence: the machine’s prediction concerning the action of deferral,

and, if the AI does not abstain, the result of the prediction task. L2D algorithms improve upon L2R

by incorporating a representation of human knowledge directly in the training process. In such a

way, the deferral policy is trained to adapt to both the AI model and the human decision-maker,

ideally the same that will employ the Hybrid System.

Recent empirical investigations involving human subjects yielded evidence for the additional

advantages that abstaining systems bring to Hybrid Systems. Hemmer et al. [61] found that such

algorithms improve both human task performance compared to a human or an AI working alone,

and human task satisfaction compared to a human working alone. A different study [106] also

investigated the effects of employing abstaining Hybrid Systems on the human perception of

AI performance and credibility. The results indicate that users are frequently influenced by the

system’s recommendation also on ambiguous instances, even without conscious awareness, and

thus support the adoption of L2D algorithms.
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However, L2D also comes with several limitations [83]. Most importantly, these include: data

availability issues, which are primarily due to the need of human predictions in addition to the

ground truth for all instances within the training set and all human agents involved in the Hybrid

System; and fairness concerns that may stem from the introduction of bias by both human and

machine agents, as well as from the abstention mechanism itself [68]. Although there have been

suggestions to deal with such issues, these proposals still do not offer a straightforward solutions.

In terms of the human’s role in the Hybrid System, Learning to Abstain enhances only marginally

the paradigm of human oversight over machines (Section 3), as the deferral is exclusively a machine-

side operation and there is no direct human-side interaction considered in the design of the

algorithms.

5 LEARNING TOGETHER: HUMANS TEACHING MACHINES, AND MACHINES
TEACHING HUMANS

The next natural step in hybrid systems is a two-way collaboration in which human agents are not

mere executors or overseers, but can directly interact with the machine to best infuse their human

decision-making abilities directly into the machine. While Learning to Defer aims to identify which

agent is best suited for a given prediction, there is little to no effort in integrating the decision-

making abilities of one agent to the other. In such a setting, the prediction capability of the overall

system is at best but a sum of the prediction abilities of its agents, that is, the system is not synergic.

Usually, in machine learning machines learn directly from data, while in a Learning Together

system they aim to learn from other agents. To reach the ultimate goal of learning from other human

agents, we need to build on top of a foundational stepping stone that enables machines to learn

from other machines, the Teacher-Student paradigm.

5.1 Machines Learning from Other Machines: The Teacher-Student Model
At the basis of machine-to-machine learning systems is the Teacher-Student paradigm. In this

approach, we identify two agents: a Teacher, whose goal is to train, and a Student, whose goal is to
learn from the Teacher. Among Teacher-Student models, four are of particular note: Learning with

Privilege [138], Knowledge Distillation [19], Transfer Learning [151], and Active Learning [126].

Learning with Privilege. Initially introduced by Vapnik and Vashist [138], Learning with Privilege

is defined as a learning paradigm in which a teaching agent 𝑓𝑇 , i.e., a Teacher, provides the learning

agent 𝑓𝑆 , i.e., the Student, with additional “privileged” information about the input data which is

not present in the data itself. The additional data is considered privileged because only available at

training time. In our formulation, this is roughly equivalent to integrating a proxy 𝑍 of the human

knowledge 𝑍 into the training data. At learning time, a privileged estimator implements a function

F𝑀 : X ×Z → YM,

which directly integrates the human knowledge into the model. Integration relies on a machine-

specific encoding function that allows to map the input data 𝑋 ∈ X and the human knowledge

𝑍 ∈ Z into the input space X. At inference time, the privileged information is unavailable, and the

encoding function reduces to its projection (𝑥, {∅}) ↦→ 𝑥 , thus allowing the machine to seamlessly

operate either with or without privileged knowledge.

Knowledge distillation. Knowledge distillation aims to distill a given Teacher into a more suitable

Student, usually to reduce the running cost of inference [19]. Unlike Privileged learning, here the

privileged information is exclusively derived from a machine, usually involving its internal state,

which the Student tries to emulate. Formally, at training time the Student is directly conditioned

J. ACM, Vol. 56, No. 1, Article 26. Publication date: January 2024.



26:22 Punzi, Pellungrini, Setzu, et al.

on the parameters of the Teacher, thus yielding an estimator 𝑓𝜃 of the family:

F𝑀,𝑆 : X × F𝑀,𝑇 → YM,

where we assume without loss of generality that the Teacher and Student are members of the

same hypothesis space F𝑀 . The Student loss L̃𝑆 is thus augmented with an additional component

L̃𝑇,𝑆 (𝑓𝑇 , 𝑓𝑆 ) penalizing a distance between Teacher and Student:

L̃𝑆 (𝑋,𝑌 ) =
1

𝑛

𝑛∑︁
𝑖=1

ℒ̃(Yi, fS (Xi)) + 𝜆𝑆 L̃𝑇,𝑆 (𝑓𝑇 , 𝑓𝑆 ),

for a predefined weight 𝜆𝑆 balancing task performance and distance from the Teacher. In neural

models, where Knowledge Distillation is prevalent, the Teacher-Student loss L̃𝑇,𝑆 is usually im-

plemented as 𝑑 (𝜃𝑇 , 𝜃𝑆 ), e.g., Euclidean or Cosine distance, between the parametrization 𝜃𝑇 of the

Teacher and the parametrization 𝜃𝑆 the Student. In both Learning with Privilege and Knowledge

Distillation settings, the final goal is to transfer information between Teacher and Student.

Transfer Learning. In this the stpe where the Students tries to leverage the knowledge of the

Teacher, to then adapt it to the specific task at hand [151]. This paradigm is typical of dynamic

settings in which tasks or data distributions change rapidly, yet they are all strongly related. In this

context, learning from agents which have already learned to solve related task is of great benefit.

Active Learning. The aforementioned approaches all provide a straightforward and direct way to

inject learning capabilities from the Teacher to the Student. However, the latter remains a passive

agent in this process, resulting in a unidirectional connection between the two. Furthermore, knowl-

edge is injected one-shot at training time, that is, these paradigms are not designed for subsequent

Teacher-Student interactions. Active learning [126] builds on this paradigm by empowering the

Student to actively seek the most relevant information. Like a student that poses questions to a

teacher, an Active Student queries the Teacher (in our formulation, the human agent) to maximize

its own performance. Formally, the Student has at its disposal a pool of unlabeled data 𝑋𝑈 ∈ P(X)
that can, in principle, be labeled with the predictions of the Teacher. Querying the Teacher is

feasible but costly, thus one wishes to maximize Student performance while staying under a given

budget. To tackle this problem, we aim to learn a query policy

𝜋 : F𝑀 × P(X) ↦→ P(X)

that, given the Student 𝑓𝑆 and the unlabeled data 𝑋𝑈 , selects a subset 𝑋𝑈 ⊂ 𝑋𝑈 for which the

Teacher then provides labels 𝑌𝑈 = ⟨𝑓𝑇 (𝑥𝑈 )⟩𝑥𝑈 ∈𝑋̂𝑈
.

Training the Student involves an iterative process of querying and training, and in each iteration

the Student seeks to best select the subset of instances𝑋𝑈 ⊂ 𝑋𝑈 that will maximize its performance.

𝑋𝑈 can vary in its nature: it can be static or dynamic [126], it can be updated with a handful [100]

or a large set of novel unlabeled samples [29], and the Student may even populate 𝑋𝑈 itself. Initial

formulations of Active learning [29] strongly resembles Learn to Reject solutions,as the goal of

both is to identify regions in the input space X where the machine is less accurate.

Teacher-Student Model: Limitations. The Teacher-Student paradigm is limited to one-way

learning between agents, which makes it extremely flexible, as it does not have to model the

interaction between agents, nor the agents themselves. This introduces several layers of complexity,

each compounding on the previous, making for novel approaches to Learning Together, which

takes inspiration from the aforementioned paradigms.
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Communication
language.

The communication language that allows human and machine to interact.

Hard reasoning First-Order logic. [56, 39, 39]

Soft reasoning Logic-like languages with soft

reasoning engines.

[97, 16, 101, 143]

Explanations Feature relevance, decision rules, and concepts. [134, 135, 120, 145, 110, 77, 15]

Artifact type. The type of interaction artifact.
Intrinsic Artifact internal to the machine, the human

agent cannot directly influence the machine.

[134, 135, 120, 145, 110, 77, 15]

Extrinsic Artifact external to the machine, the human

agent can directly influence the machine.

[56, 39, 97, 101]

Time of interaction. The machine phase in which the interaction occurs.
Training The human agent influences the machine

directly in its training process.

[134, 135, 120, 145, 110, 77, 15]

Inference The human agent influences the ma-

chine at inference time.

[56, 39, 39, 97, 16, 101, 143]

Learning cost. The cost incurred by the machine to integrate the feedback by the human agent.
Training The correction prompts an additional

training phase of the machine.

[134, 135, 120, 145, 110, 77, 15]

Null The correction does not cause any

significant cost to the machine.

[56, 39, 39, 97, 16, 101, 143]

Table 3. Properties of systems in the Learning Together paradigm.

5.2 Learning Together
Unlike the aforementioned Teacher-Student paradigm, the Learning Together paradigm aims to

create a two-way street in which human and machines can communicate effectively, one learning

from the other: the machine explaining its prediction to the human, and the human explaining

its prediction to the machine, improving the overall performance of the system. In this context,

improvement can take many forms. For the machine, it can provide more accurate predictions,

a better ability to generalize, a shallower learning curve, or higher level of transparency. On the

other hand, human agents can derive additional advantages from exerting a tighter grip on how
the machine solves the task, rather than simply solving the task in place of the machine.

Example of online content moderation: Learning Together

In Learning Together systems, users may interact with a feature-importance based explana-

tion about messages. This would allow them to adjust the importance of different terms

based on their own judgement . After receiving corrections from humans, the machine

could integrate them to enhance the learning process and better flag future posts.

Generally, a machine implementing this paradigm partially integrates a human agent with

expertise 𝑍 , thus yielding an estimator of the form: 𝑓𝜃 (𝑋,𝑍 ). For the sake of simplicity, here we

model a single human agent, but the formulation can be extended to multiple agents.

We characterize systems in the Learning Together paradigm according to four properties that

we summarize in Table 3: communication language, which guides the communication between
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agents;interaction artifacts, which guide the feedback mechanism; time of interaction, which defines

when the interaction occurs; and learning cost, which defines what cost the interaction creates.

5.2.1 Communication Languages and Interaction Artifacts. The communication language plays

a critical role in facilitating successful high-level human-machine interactions. On one hand, its

level must be sufficiently low to allow the machine to understand and interface with it; on the

other hand, its level should be high enough for the human agent to understand it. Communication

languages are comprised of two intertwined components: a language, which defines how the agents

communicate, and a set of interaction artifacts, which comprise the atomic unit of interaction, and

enable the feedback of one agent to be integrated into the other.

Artifacts. At the core of a communication language lies a set 𝐴 of interaction artifacts that
enable effective communication between humans and machines, and enable the embedding of

human component 𝑍 into the machine. That is, the human encodes their knowledge by acting
on the interaction artifacts 𝐴 ∈ A presented by the machine. Then, the machine integrates the

human feedback by integrating the action of the human agent on 𝐴. Typical artifacts include logic

rules, relevant features, and decision rules. The human action can also take several forms, and is

inherently dependent on the type of the interaction artifact.

Regardless of their nature and formulation, artifacts are:

• understandable by both the human and the machine, since they must enable communication;

• malleable by the human agent, as they transfer their expertise 𝑍 to the machine by acting on

the artifact;

• embeddable into the machine, since the human action on the artifact is to be integrated into

the machine.

The last property puts a strong constraint on machines, which, unlike artifacts, tend to employ

subsymbolic, e.g., neural, rather than symbolic models. This often results in systems where the

family and architecture of the machine are all but determined by the choice of artifacts, thus

communication language and machine end up being tightly coupled.

Interaction artifacts come in one of two forms: intrinsic and extrinsic, yielding intrinsic and

extrinsic machines, respectively. Intrinsic artifacts are machine-oriented, thus after the human acts

upon them, the integration step is hidden to the human agent, who has no direct control of how

the machine integrates the action. This often allows easier definition of the interaction artifact

set at the cost of the effectiveness of the action. The result of an interaction between an intrinsic

machine parametrized by 𝜃 and a human agent acting on artifact 𝑎 is in an update of the model

parameters 𝜃 , which yields an estimator of the form 𝑓𝜃 |𝑎 (𝑋 ), where 𝜃 is conditioned on the artifact

𝑎 acting as proxy feedback for the human agent. Intrinsic artifacts are most often employed for

systems using explanations as communication language.

Extrinsic artifacts instead, are human-oriented, thus once the human acts upon them, the inte-

gration is straightforward for the machine, which does not require additional integration steps.

Typically, such artifacts are organized in an artifact bank 𝐵 that the user can inspect and act upon.

With an artifact bank to attend to, the interactive machine𝑀 implements an estimator of the form

𝑓𝜃 (𝑋, 𝐵). Note that the whole artifact bank is a parameter of the machine, hence the parameters 𝜃

of the machine are independent of the artifact bank, Extrinsic artifacts are typically more complex

than intrinsic ones, and so are the communication languages built upon them.

Communication languages. Communication languages can be broadly categorized in two

families: reasoning languages, both hard and soft, and explanation languages.
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Fig. 3. An example of Question Answering machine employing a hard reasoning language. The agent maps
the question to a program by using a set of primitives (right-hand side of the picture), and then executes the
program on the input (left-hand side of the picture), providing the human agent with both a prediction, and
a malleable program that the user can correct.

Hard reasoning languages: Logic. Turning to languages, logic natively offers languages and

artifacts that satisfy all three requirements. Logic programs are naturally readable by humans due

to their transparency and similarity to human reasoning, and thus are a suitable candidate for

communication language. They are also naturally malleable but it is not straightforward to embed

them in the machine due to their symbolic nature, which is in stark contrast with the subsymbolic

nature of the vast majority of machines. Learning Together systems using logic as a communication

language are strongly coupled and often neuro-symbolic in nature, that is, they combine subsymbolic

and symbolic components. The subsymbolic component is typically a neural one, e.g., a neural

network, which fully embodies machine reasoning. On the other hand, the symbolic component is

geared towards the human, and thus employs a logic language. Neuro-symbolic systems aim to

combine and integrate these two components.

Generally, logic and reasoning-like languages define a set of clauses or rules R, and facts T
that allow a logic engine to reason and present its logical derivations to the human agent as

extrinsic artifacts on which they can act. Possible actions on logic artifacts, i.e., logic rules, facts,

and compositions of the two, include addition and deletion of new/existing rules or facts. Hard

logic enjoys strong theoretical properties, which makes it suitable for highly compliant systems

where providing feedback to the machine is highly likely to result in a successful integration in the

machine. Logic as a communication language is expert-driven, rather than data-driven. This means

that artifacts in these languages are often hand-crafted, domain-specific, and automating their

definition usually involves a significant effort on the human side. Figure 3 provides an example

extracted from the CLEVR dataset [66]. Here, the task is to answer questions about the provided

image, e.g., “What is the color of the cube to the right of the yellow sphere?” The interaction artifact

consists of a program solving the task by first identifying the yellow sphere, then finding objects

to its right and finally filtering them by shape. The intermediate result of this program is then

used to extract the color of such object. When presented with it, the human agent can inspect and

appropriately modify the program to solve the task. We can find another classical example of hard
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Can a magnet pick up a penny?

Yes: i) pennies are made of metal,

ii) metals are magnetic.

Not all metals are magnetic and

copper is not magnetic.

Can a magnet pick up a penny?

No! Pennies are made of copper,

which is not magnetic.

Pennies are made

of metal

Metals are magnetic

Updating...

...

Copper isn’t magnetic

Fig. 4. An example of aQuestion Answering hybrid system employing a soft reasoning language. Unlike hard
reasoning languages, the human agent can interact with the machine through Natural Language. Here, the
user is first provided with a prediction and a rationale by the machine, and is able to correct the rationale,
feed it back to the machine, which updates its artifact bank (denoted as “Feedback memory” in [97]). On a
subsequent interaction, the machine is presented with the same question, but this time it provides the correct
prediction and rationale by leveraging the feedback provided by the human agent in the previous step.

reasoning in [56], where the machine is tasked to predict the final outcome of a Tic-Tac-Toe board

by leveraging a set of logic rules, which the human can inspect and change at their leisure.

Neurosymbolic models also offer another related subfield, neural program synthesis. Like inductive
logic programming, neural program synthesis tries to solve tasks by learning interpretable programs,

only in this case the program is not expressed in a logic language, but in an actual programming

language. DreamCoder [39] is a neurosymbolic model to solve tasks by writing computer programs

in a given minimal computer language. Notably, DreamCoder progressively grows a library of

functions, small reusable snippets of computer code re-used throughout the program. A human

agent can then inspect and change functions in the library that they deem incorrect.

Soft reasoning languages. Soft reasoning communication languages improve the flexibility of

Logic languages at the cost of their strong theoretical properties by replacing logic rules and facts

with logic-like rules, and the symbolic reasoning engine with a subsymbolic approximate one.

Like in hard reasoning languages, possible actions on artifacts include addition and deletion of

new/existing rules or facts. These languages are almost exclusively Natural Languages, and are

themselves applied to Natural Language models.

Originating from the work by Kassner et al., this family of machines builds on top of two other

families, knowledge injection models [84] and soft reasoners [26], the former providing models

able to integrate external possibly human-sourced knowledge in their inference, and the latter

providing soft reasoning engines for Natural Language. Due to their strong emphasis on flexibility,

soft reasoning languages are usually loosely defined in terms of a set T of facts and informal rules

R. On inference, the machine presents the human agent with a subset 𝑇 ⊂ T of facts, optionally

accompanied by a set of derivation rules 𝑅 ⊂ R it leveraged. According to the complexity of the

task, facts may be enriched with intermediate reasoning steps that the machine has derived or

generated to solve the task.

Figure 4 shows an example on a Question Answering task where the hybrid system is tasked

to answer basic physics questions by the user [97]. The machine is asked whether “A magnet can

pick up a penny”, and generated both an answer, “Yes”, and an artifact supporting it in the form

of syllogistic reasoning. The human agent notices a flaw in the premises, corrects the artifact by

stating that there are non-magnetic materials, one of which is copper. Here, the integration step is
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Question: What can the red object

on the ground be used for?

Answer: Firefighting.
Support fact: Fire hydrants can be

used to fight fires.

Fig. 5. An example of aQuestion Answering hybrid system employing a soft reasoning language and leveraging
Knowledge Graphs. Here, the machine consults its artifact bank to retrieve a supporting fact for its prediction,
and provides it to the human agent alongside its prediction.

minimal, and consists in adding the correction by the human agent to the artifacts bank. Then, on a

successive iteration, the machine is presented with the same question, and successfully answers by

leveraging the claims introduced by the user, without incurring any additional training cost. Other

works operate on similar terms by providing full reasoning trees [97], improving on the artifacts by

artificial generation [16], or by providing ad-hoc artifacts to correct the machine [101]. The human

agent can act upon them by correcting any number of facts and/or rules used in inference, yielding

updated facts T ′
and R′

.

Another clear advantage of soft reasoning languages is the ability to integrate artifacts from

multiple sources to aid reasoning. Knowledge Graphs are a primary source for several reasons:

they are easily available, enjoy widespread use, can be mined from Natural Language, cover a

wide range of domains, and are immediately understandable to human agents, thus providing

high understandability and malleability of the artifacts. Knowledge Graphs can also be easily

turned into Natural Language through a process of verbalization in which the Knowledge Graph is

encoded into a set of Natural Language claims. Improving on Natural Language, they are usually

verified by a wide pool of users, hence they make for reliable sources which require minimal to no

verification. This last property is particularly of interest because it allows the system to scale to

more human agents than the ones who are directly designing the system. To further strengthen the

case for Knowledge Graphs, their integration into machines has been a well-studied problem for

several years, and already presents several effective solutions [84]. Knowldege Graphs also allow

some basic form of reasoning which can be easily extended: they provide a strict reasoning, both

commonsense [65] and factual [142], all of which can be integrated in Natural Language. Figure 5

presents an example from [143]. Here, the goal is to understand what the purpose of the red object

(the hydrant) in the photo is. We ought to remark the importance of the context, since even though

the machine is aware of the concept of “fire hydrant”, it is highly unlikely to have seen either a fire

hydrant or a fireman in a forest. Moreover, since the image itself does not provide any information

regarding the purpose of the hydrant, one should expect that the machine could not solve the task

without the additional information provided by the human agent in the Knowledge Graph.

Explanations. Explanations are designed to explain the machine, which makes them highly

understandable artifacts out of the box. Common families of explanations include counterfactuals,

prototypes, feature relevance, and decision rules, the last two leveraged in Learning Together

systems. Feature relevance provides the human agent with the estimated influence that each

input feature has on the prediction of the machine: the higher the relevance, the higher the

sensitivity of the machine to changes in that feature. Decision rules, instead, provide a descriptive

understanding by articulating with logic rules the predictions of the machine. It is worth to mention
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that explanations are often extracted post-hoc and in amodel-agnostic fashion, i.e., after the machine

has been trained and regardless of its form. Jointly, these two characteristics minimize coupling

between the interaction artifacts and the machine, thus granting more flexibility in the design of

the machine. Some more recent proposal propose conversational agents that are able to provide an

interface for the human agent to best query the machine for explanations [93]. On this account,

explanations are major artifacts of interest, particularly for systems in which the interaction is

the focal point, such as Interactive Machine Learning [3] and eXplainable Interactive Learning

(XIL) [135] systems. In particular, the latter allow the human agent to inspect and provide feedback

to the machine by correcting its explanation. A XIL machine is based on a simple algorithmic kernel

comprised of five steps:

(1) the machine performs a learning step by optimizing its parametrization 𝜃 ;

(2) the machine generates explanations 𝐴𝑀 of (a subset of) its predictions;

(3) the human examines 𝐴𝑀 , and provides a (optionally) corrected explanation 𝐴𝐻 ;

(4) the machine performs a learning step by optimizing 𝜃 according to the corrected explanation;

(5) if no stopping criterion is met, the machine returns to step (1).

By iteratively querying the human, themachine parametrization is thus conditioned on the corrected

explanations 𝐴𝐻 , that is, a XIL machine ends up implementing an estimator of the form: 𝑓𝜃 |𝐴𝐻
(𝑋 ),

where the correction 𝐴𝐻 acts as a proxy for the human knowledge 𝑍 .

Integration is directly dependent on the family of explanations. By far the most widespread

one is feature importance, which assigns a relevance score to each element of the input data 𝑋 .

The interaction then consists in a possible correction of the relevance scores, with the human

agent activating or deactivating each feature according to their judgement. Integration follows

either a learning approach, in which the correction is directly encoded in the machine training

objective [120], or a generative one, where the correction is implemented via training on additional

synthetic data [134, 135]. In a learning approach, the corrections of the human agent are encoded in

a correction matrix 𝐶 ∈ {0, 1}𝑛×𝑚 that states what feature relevance have been corrected for each

single instance. In a generative approach, 𝐶 is instead used to generate synthetic data 𝑋 to further

train the machine. Features with low relevance have randomized or copied values, while features

with high relevance are kept as-is [135]. A small subset of machines are designed to explicitly encode

feature relevance in their architecture, thus allowing direct manipulation by human agents [145].

The same two approaches are also found in two other explanation types, namely Decision Rules

and Concepts. In the former case, we have a generative approach in which the human agent is

tasked with directly creating the additional synthetic data themselves [110]. In the latter, we have

a learning approach in which the explanation is itself a component of the architecture, thus the

correction is again an added component of the machine objective [77].

A third emerging approach, mainly aimed at Concept explanations, is the structured explanation
approach, where explanations are provided as complex structures that the human can act upon. [15]

presents an application on concept hierarchies, where concepts are laid on a tree-like hierarchy

such that the concept of a parent node, e.g., “Animal”, is a generalization of the concepts in its

children, e.g., “Dog” and “Cat”. The machine, based on a k-NN model, is tasked to solve two tasks:

a downstream task, and a concept drift task, that is, to identify if the relationships within the

structure have changed. Once detected, the machine presents the concepts of interest to the human,

who in turn corrects their structure, e.g., by removing or adding concepts, or by acting on the

structure itself, i.e., removing or adding parent-child relationships between concepts. The correction

is integrated by removal/addition of appropriate instances from the training set of the machine,

thus directly impacting the k-NN model.
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5.2.2 Time of interaction. Artifacts are integrated at different times in the lifetime of the machine,

hence either at training or at inference time. In the former case, the machine integrates the artifact

at training time, and cannot be interacted with at inference time. In this case, the human agent is

effectively providing feedback only on training. In the latter case, the human agent has more control

on the machine, and receives and acts upon interaction artifacts at inference time. Machines based

on explanation languages, such as XIL, tend to provide training-time interaction, while more recent

approaches based on hard or soft reasoning languages tend to provide inference-time interaction.

5.2.3 Cost of Learning. A critical distinction in Learning Together systems is the cost of learning,

that is, the cost the system has to pay to properly integrate the actions of the human within the

machine. Systems tend to fall to the two ends of the spectrum. In traditional approaches such as XIL,

the interaction triggers a costly training step for the machine. Here, the cost varies with respect

to both the magnitude of the human agent correction and the intrinsic features of the machine.

Conversely, more recent approaches, such as extrinsic artifact-based systems, have no additional

cost due to the nature of the machine itself. Why then rely on traditional approaches if they incur

in an inevitable additional cost? Extrinsic artifacts have to be generated in the first place: the cost

of populating the artifact bank is as inevitable as the training cost for traditional approaches. As

previously mentioned, when such banks already exist, e.g., in knowledge graphs, this cost can be

greatly reduced.

5.3 Strengths and limitations
Unlike the Human overseers and Learn to Abstain paradigms, Learn Together systems integrate

humans and machine in a fully hybrid system with bidirectional communication. Thus, the two

agents are rarely truly decoupled, their design and use being often task, domain, data and user

specific. Machines are limited by and tightly coupled with the language of choice, thus i) designing
such systems requires significant ground-up effort, and ii) effective communication in one language

does not appear to transfer to other languages. This extreme heterogeneity partially hinders progress

, each system often yielding valuable insight only for future systems operating in similar tasks,

domains, data type and desired user interaction. In other words, Learn Together systems tend to

improve vertically, their success being often unpredictable.

At the moment , Learn Together systems are largely static: they are not able to switch language

on demand, nor to adapt to different human agents, or defend themselves against possibly incorrect

feedback provided by the human agents. As a relatively recent development in Hybrid systems,

they also tend to lack proper measures of validation tailored to them. While classical validation

measures apply to the system as a whole, as a predictive system, there appears to be little effort in

properly assessing the compliance of a machine with the corrections provided by the human agent,

and provide guarantees on the effects of such corrections.

6 LITERATURE GAPS
Hybrid Systems are a still novel topic, and there are several problems that are open to new research.

Following our taxonomy, we identify three categories of open challenges:

Machine-related problems. Unlike Learning Together systems, Human Oversight and Learning

to Abstain systems still lack meaningful means of communication to engage with the human

agent. When presented with a prediction to oversee, or with an uncertainty estimate of such

prediction, human agents are rarely also presented with suggestions on why the prediction

should be accepted or rejected, or why the machine is uncertain of its prediction, let alone

how to tackle the uncertainty itself. We have highlighted some first steps in tackling this

problem in Subsection 3.2, but this is far from a solved problem.
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Human-related problems. Both Learning to Defer and Learning Together systems require a

considerable human effort, i.e., a high volume of labels or artifacts, to be implemented. This

is a particularly taxing for the human agent, and while current solutions aim to tackle the

problem with a given fixed budget, there are no clear solutions as to how to reduce such

high cost. When it comes to Learning to Defer, human-AI “collaboration” heavily depends on

a global data annotation industry, wherein a vast and often invisible human labor force is

engaged with tedious and taxing jobs. Yet, the prevailing labor standards for data annotators

are mostly characterized by lax regulations, low wages and few legal protections [123].

Interaction-related problems. Related to the interaction itself, there is still little experimentation

on understanding what language is best suited to which task, and how to adapt the language

to different users within the same Hybrid System. In particular, current hybrid systems are

monolingual, and are developed with one language and one type of human agent in mind, thus

lack the ability to adapt to different humans. Underlying the development of such systems is

the assumption that the human agents in the system and their capabilities and understanding

are static, which is rarely the case. As a result, hybrid systems lack flexibility and have little

ability to adapt to the heterogeneity of the humans they may interact with.

When Hybrid Systems interact with several users, e.g. in Multiple-Expert Learning to Defer

and in Learning Together systems, machine agents are rarely able to seamlessly handle

higher multiplicity of agents, and basic concepts such as malicious agents who wish to poison

the system, steer it in an undesirable direction, or simply introduce conflicts with existing

artifacts are yet to be properly defined and studied.

7 CONCLUSIONS
Hybrid Systems, where humans and machines collaborate in predictive tasks, represent a new

paradigm for how AI systems are designed and implemented. Synergetically integrating these

two types of heterogeneous agents allows to maximally exploit the strength of both, each also

trying to overcome the weaknesses of the other. In this survey, we presented a taxonomy of the

fundamental literature for Hybrid Systems, categorizing the research in this field in three paradigms:

Human Overseers, Learn to Abstain and Learn Together. Each paradigm represents progressive

steps towards greater human interaction with the AI system: while in Human Oversight the human

merely verifies the final output of the system in Learn To Abstain, the human’s knowledge is

represented in the data and used to fit the AI agent specifically to the human expertise. Finally,

in Learn Together, the human actively corrects the reasoning AI agent. We provided a thorough

overview of the most important works for understanding each paradigm, and highlighted strengths

and weaknesses of each approach. We hope that this survey can serve as a strong foundation for

future research on Hybrid Systems.
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APPENDICES
A PROPERTIES OF SURROGATE LOSS FUNCTIONS IN CLASSIFICATION TASKS
Shifting the learning objective from the empirical risk minimization of a loss function to that

of a surrogate loss function has valuable computational gains. However, a number of statistical

properties need to be assessed in order to guarantee the theoretical robustness of optimization

results. This section provides a succinct overview of the statistical implications associated with the

key conditions that are deemed desirable for a surrogate loss function.

A.1 Pointwise Fisher consistency
Fisher Consistency (FC) is a desirable property of statistical estimators, which posits that if an

estimator were computed using the complete population instead of a sample, it would yield the

true value of the estimated parameter [5]. When the estimation procedure is the minimization of

the risk associated to a loss function, FC is a necessary condition for reasonable performance, since

it guarantees that the loss represents the correct objective function [8]. Furthermore, consistency

results ensure that the optimization of a surrogate function does not hinder the search for a

function that attains the Bayes risk. Consequently, it provides a theoretical foundation for the use

of computationally efficient techniques that are specifically suited to convex functions, such as

surrogate losses, and not to discrete losses [1]. In the context of Learning to Abstain, the formal

definition FC with respect to surrogate losses follows the one stated for𝐾-class classification, where

the optimization objective is to minimize the average loss function ℒ(𝑦,𝑔1 (𝑥), . . . , 𝑔𝑘 (𝑥)) in order

to learn the real-valued scoring function 𝑔𝑖 , for 𝑖 ∈ {1, . . . , 𝐾}. These are then used to classify the

samples as 𝑦 = argmax𝑖 𝑔𝑖 (𝑥) [10]. Formally:

Definition A.1. [Fisher Consistency in L2D [11, 18]] A surrogate loss ℒ̃ is a consistent loss

function with respect to another loss ℒ if minimizing the surrogate loss over all measurable

scoring function is equivalent to minimizing the original loss.

The existence of classes of loss functions, whether convex or not, that can attain FC has been

proven for many learning problems, including binary classification [8] and multiclass classification

[9, 15, 19]. To date, in the L2D setting the surrogate loss functions that meet the Fisher consistency

criteria are only the two proposed in [12, 18]. For a more complete treatment of Fisher consistency

the reader can refer to [5, 6] and for its application in the context of surrogate loss function to [1, 8,

13, 14, 15]. Note that this notion of consistency has been also called classification-calibration [1] or

simply consistency throughout the L2D literature. However, it should not be confused with other

concepts commonly referred to with the same name, such as the notion of asymptotic consistency,
which instead refers to the property that an estimator has if it converges in probability to the true

value.

A.2 Confidence calibration
The notion of confidence calibration refers to the property of an estimator (e.g., a probabilistic

classifier) to generate a predictive distribution that is consistent with the empirical frequencies

observed from realized outcomes [3, 18, 16]. That is, a calibrated estimator correctly quantifies

the level of uncertainty or confidence associated with its predictions [4]. For instance, in the

case of a HS, if a human decision-makers has a 80% probability of being correct, then the system

should forecast that the human agent will be correct around 80% of the time. In the context of

decision-making, this property is desirable as it guarantees that the outcomes of a model can be

interpreted as real-world probabilities (i.e., the true uncertainties of both human and machine), thus

promoting the trustworthiness of the system [16]. When considering a HS, such as a Learning to
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Abstain model, a properly calibrated machine loss is not enough to ensure optimal performance, as

a faulty deferral policy can severely and negatively impact the system performance. Indeed, while

the calibration of the underlying classifier can be accomplished by employing post-hoc techniques

such as temperature scaling to the classifier sub-component of the optimization objective function

[7, 4], it is equally necessary to calibrate the correctness of the human agent. This entails ensuring

that the estimated conditional probability, as determined by the deferral function, of the 𝑖th human

agent being correct on a specific input aligns with their actual probability of being correct on

similar inputs. Formally:

Definition A.2 (Confidence calibration [17, 18]). Let 𝑡 : X → (0, 1) be an estimator of the

correctness of a human 𝐻 , i.e., 𝑡 (·) = P[𝑌𝐻 = 𝑌 | 𝑋 = ·]. Then 𝑡 is said to be calibrated if, for any

confidence level 𝑐 ∈ (0, 1), the actual proportion of times 𝐻 is correct is equal to 𝑐:

P[𝑌𝐻,𝑖 = 𝑌𝑖 |𝑡 (𝑋𝑖 ) = 𝑐] = 𝑐 ∀𝑐 ∈ (0, 1) ∀𝑖 ∈ {1, . . . , 𝑛}.
Moreover, the level of calibration of 𝑡 can be computed through the Expected Calibration Error
(ECE), which is defined as follows:

ECE(𝑡) = E𝑋 [P(𝑌𝐻 = 𝑌 | 𝑡 (𝑋 ) = 𝑐) − 𝑐] .

The explicit formulation of 𝑡 has been derived in [18] for the case of Single-Expert L2D, while it

has been derived in [17] for the case of Multiple-Expert L2D.

A.3 Realizable consistency
The notion of consistency of a surrogate loss with respect to another loss introduced in Definition

A.1 assumes the optimization to be performed over the entire set of measurable functions. However,

in realistic scenarios, the minimization will be very likely carried out only on restricted classes of

function, resulting in near-optimal performance whenever the Bayes predictor does not belong

to the selected classes. In the context of multiclass classification, this issue has been observed

and discussed by Long and Servedio [10], who firstly introduced the terminology of F -realizable
consistency when referring to consistency with respect to a restricted class F of scoring functions.

In particular, the empirical findings in [10] indicate that the property of F -realizable consistency

holds greater significance and applicability compared to FC in scenarios where learning algorithms

are constrained to a specific class F of scoring functions, as it is more closely related to classification

accuracy. Successively, the same concept has been recalled and adapted to the frameworks of L2R

[2] and L2D [12, 11]. Notably, in these settings the hypothesis spaces of both the classifier (i.e., F𝑀 )
and rejector (i.e., P𝑀 ) are taken into consideration.

Definition A.3 (realizable (F𝑀 , P𝑀 )-consistency [2, 11, 12]). Let ℒ̃ be a surrogate loss function of

the lossℒ. Then ℒ̃ is said to be realizable (F𝑀 , P𝑀 )-consistent if, for all distributions P over𝑋 ×𝑌𝑀
and any human agent 𝐻 for which there exist 𝑓 ∗ ∈ F𝑀 and 𝜌∗

𝑀
∈ P𝑀 such that ℒ(𝑓 ∗, 𝜌∗

𝑀
) = 0,

then for any 𝜖 > 0 there exists 𝛿 > 0 such that if ( ˆ𝑓 , 𝜌𝑀 ) satisfies:
| ℒ̃( ˆ𝑓 , 𝜌𝑀 ) − inf

(𝑓 ,𝜌𝑀 ) ∈ (F𝑀 ,P𝑀 )
ℒ̃(𝑓 , 𝜌𝑀 ) |≤ 𝛿 ⇒ ℒ( ˆ𝑓 , ˆ𝜌𝑀 ) ≤ 𝜖.

For instance, Mozannar et al. [11] propose a differentiable and realizable (F𝑀 , P𝑀 )-consistent
surrogate loss for the L2D setting suitable for hypothesis classes F𝑀 and P𝑀 of scoring functions

that are close under scaling
2
, e.g., linear functions and feedforward neural networks.

2
A class F of scoring functions is closed under scaling if 𝑓 ∈ F ⇒ 𝛼 𝑓 ∈ F ∀𝛼 ∈ R.
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